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#### Abstract

The Chi-Square test ( $\chi^{2}$ test) is a family of tests based on a series of assumptions and is frequently used in the statistical analysis of experimental data. The aim of our paper was to present solutions to common problems when applying the Chi-square tests for testing goodness-of-fit, homogeneity and independence. The main characteristics of these three tests are presented along with various problems related to their application. The main problems identified in the application of the goodness-of-fit test were as follows: defining the frequency classes, calculating the $\mathrm{X}^{2}$ statistic, and applying the $\chi^{2}$ test. Several solutions were identified, presented and analyzed. Three different equations were identified as being able to determine the contribution of each factor on three hypothesizes (minimization of variance, minimization of square coefficient of variation and minimization of $\mathrm{X}^{2}$ statistic) in the application of the Chi-square test of homogeneity. The best solution was directly related to the distribution of the experimental error. The Fisher exact test proved to be the "golden test" in analyzing the independence while the Yates and Mantel-Haenszel corrections could be applied as alternative tests.
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## 1. Introduction

Statistical instruments are used to extract knowledge from the observation of real world phenomena as Fisher suggested "... no progress is to be expected without constant experience in analyzing and interpreting observational data of the most diverse types" (where observational data are seen as information) [1]. Moreover, the amount of information in an estimate (obtained on a sample) is directly related with the amount of information data [2]. Fisher pointed out in [2] that scientific information latent in any set of observations could be brought out by statistical analysis whenever the experimental design is conducted in order to maximize the information obtained. The analysis of information related to associations among data requires specific instruments, the Chi-Square test being one of them. The $\chi^{2}$ test was introduced by K. Pearson in 1900 [3]. A significant modification to the Pearson's $\chi^{2}$ test was introduced by R.A. Fisher in 1922 [4] (the degree of freedom was decreased by one unit when applied to contingency tables). Another correction made by Fisher took into account the number of unknown parameters associated to the theoretical distribution, when the parameters are estimated from central moments [5].

The Chi-square test introduced by K. Pearson was subject of debate for much research. A series of papers analyzed Pearson's test [6,7] and its problems were tackled in [8,9].

It is well known that Pearson's Chi-square $\left(\chi^{2}\right)$ is a family of tests with the following assumptions [10,11]: (1) The data are randomly drawn from a population; (2) The sample size is sufficiently large. The application of the Chi-square test to a small sample could lead to an unacceptable rate of type II error (accepting the null hypothesis when actually false) [12-14]. There is no accepted cut-off for the sample size; the minimum sample size varies from 20 to 50 ; and (3) The values on cells are adequate when no more than $1 / 5$ of the expected values are smaller than five and there are no cells with zero count $[15,16]$. The source of these rules seems to be W. G. Cochran and they appear to have been arbitrarily chosen [17].

Yates' correction is applied when the third assumption is not met [18]. The Fisher's Exact test is the alternative when Yates' correction is not acceptable [19].

Koehler and Larntz suggested the use of at least three categories if the number of observations is at least 10 . Moreover, they suggested that the square of the number of observations be at least 10 times higher than the number of categories [20].

The Chi-square test has been applied in all research areas. Its main uses are: goodness-of-fit [21-25], association/independence [26-29], homogeneity [30-33], classification [34-37], etc.

The aim of our paper was to present solutions to common problems when applying the Chi-square for testing goodness-of-fit, homogeneity and independence.

## 2. Material and Methods

The most frequently used Chi-square tests were presented (Table 1) and solutions to frequent problems were provided and discussed.

The main characteristics of these tests are as follows:

- Goodness-of-fit (Pearson’s Chi-Square Test [3]):
- Is used to study similarities between groups of categorical data.
- Tests if a sample of data came from a population with a specific distribution (compares the distribution of a variable with another distribution when the expected frequencies are known) [38].
- Can be applied to any univariate distribution by calculating its cumulative distribution function ( $C D F$ ).
- Has as alternatives the Anderson-Darling [39] and Kolmogorov-Smirnov [40] goodness-of-fit tests.

Table 1. Summary of Chi-square tests.

| Type | Aim | Hypotheses | Statistics df $\mathbf{H}_{0}$ acceptance rule |
| :---: | :---: | :---: | :---: |
| Goodness-of-fit | - One sample. <br> - Compares the expected and observed values to determine how well the experimenter's predictions fit the data. | $\mathrm{H}_{0}$ : The observed values are equal to theoretical values (expected). (The data followed the assumed distribution). $H_{a}$ : The observed values are not equal to theoretical values (expected). (The data did not follow the assumed distribution). | $\begin{gathered} \chi^{2}=\sum_{i=1}^{\mathrm{r}} \sum_{\mathrm{j}=1}^{\mathrm{c}} \frac{\left(\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right)^{2}}{\mathrm{E}_{\mathrm{i}, \mathrm{j}}} \\ \mathrm{df}=(\mathrm{k}-1) \\ \chi^{2} \leq \chi_{1-\alpha}^{2} \end{gathered}$ |
| Homogeneity | - Two different populations (or sub-groups). <br> - Applied to one categorical variable. | $\mathrm{H}_{0}$ : Investigated populations are homogenous. <br> $\mathrm{H}_{\mathrm{a}}$ : Investigated populations are not homogenous. | $\begin{gathered} \chi^{2}=\sum_{i=1}^{r} \sum_{j=1}^{c} \frac{\left(O_{i, j}-E_{i, j}\right)^{2}}{E_{i, j}} \\ d f=(r-1)(c-1) \\ \chi^{2} \leq \chi_{1-\alpha}^{2} \end{gathered}$ |
| Independence | - One population. <br> - Type of variables: nominal, dichotomical, ordinal or grouped interval <br> - Each population is at least 10 times as large as its respective sample [21] | Research hypothesis: The two variables are dependent (or related). $\mathrm{H}_{0}$ : There is no association between two variables. (The two variables are independent). <br> $\mathrm{H}_{\mathrm{a}}$ : There is an association between two variables. | $\begin{gathered} \chi^{2}=\sum_{i=1}^{r} \sum_{j=1}^{c} \frac{\left(O_{i, j}-E_{i, j}\right)^{2}}{E_{i, j}} \\ \mathrm{df}=(r-1) \times(c-1) \\ \chi^{2} \leq \chi_{1-\alpha}^{2} \end{gathered}$ |

The agreement between observation and hypothesis is analyzed by dividing the observations in a defined number of intervals $(f)$. The $\mathrm{X}^{2}$ statistic is calculated based on the formula presented in Equation (1).

$$
\begin{equation*}
\mathrm{X}^{2}=\sum_{\mathrm{i}=1}^{\mathrm{f}} \frac{\left(\mathrm{O}_{\mathrm{i}}-\mathrm{E}_{\mathrm{i}}\right)^{2}}{\mathrm{E}_{\mathrm{i}}} \approx \chi^{2}(\mathrm{f}-\mathrm{t}-1) \tag{1}
\end{equation*}
$$

where $X^{2}=$ value of Chi-square statistics; $\chi^{2}=$ value of the Chi-square parameter from Chi-square distribution; $O_{i}=$ experimental (observed) frequency associated to the $i^{\text {th }}$ frequency class; $E_{i}=$ expected frequency calculated from the theoretical distribution law for the $i^{\text {th }}$ frequency class; $t=$ number of parameters in theoretical distribution estimated from central moments.

The probability to reject the null hypothesis is calculated based on the theoretical distribution $\left(\chi^{2}\right)$. The null hypothesis is accepted if the probability to be rejected $\left(\chi^{2} \operatorname{CDF}\left(X^{2}, f-t-1\right)\right)$ is lower than $5 \%$.

The Chi-square test is the most well known statistics used to test the agreement between observed and theoretical distributions, independency and homogeneity. Defining the applicability domain of the Chi-square test is a complex problem [38].

At least three problems occur when the Chi-square test is applied in order to compare observed and theoretical distributions:

- Defining the frequency classes.
- Calculating the $\mathrm{X}^{2}$ statistic.
- Applying the $\chi^{2}$ test.
- The test of homogeneity:
- Is used to analyze if different populations are similar (homogenous or equal) in terms of some characteristics.
- Is applied to verify the homogeneity of: data, proportions, variance (more than two variances are tested; for two variances the F test is applied), error variance, sampling variances.

The Chi-square test of homogeneity is used to determine whether frequency counts are identically distributed across different populations or across different sub-groups of the same population. An important assumption is made for the test of homogeneity in populations coming from a contingency of two or more categories (this is the link between the test of homogeneity and the test of independence): the observable under assumption of homogeneity should be observed in a quantity proportional with the product of the probabilities given by the categories (assumption of independence between categories). When the number of categories is two, the expectations are calculated using the $\mathrm{E}_{\mathrm{i}, \mathrm{j}}$ formula (mean of the expected value (for Chi-square of homogeneity) or frequency counts (Chi-square test of independence) for ( $\mathrm{i}, \mathrm{j}$ ) pair of factors) [41].

The observed contingency table is constructed; the values for the first factor/population/subgroup are in the rows and the values for the second variable/factor/population/subgroup are in the columns. The observed frequencies are counted at the intersection of rows with columns and the hypothesis of homogeneity is tested.

The value of $\mathrm{X}^{2}$ statistic is computed using the formula presented in Equation (2).

$$
\begin{equation*}
\mathrm{X}^{2}=\sum_{\mathrm{i}=1}^{\mathrm{r}} \sum_{\mathrm{j}=1}^{\mathrm{c}} \frac{\left(\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right)^{2}}{\mathrm{E}_{\mathrm{i}, \mathrm{j}}} \approx \chi^{2}((\mathrm{r}-1)(\mathrm{c}-1)) \tag{2}
\end{equation*}
$$

where $r=$ number of rows in contingency table; $c=$ number of columns in contingency table; $1 \leq i \leq r$ $=$ indices of observations associated to the first factor, $l \leq j \leq c=$ indices of observations associated to the second factor; $O_{i, j}=$ mean of the observed value (for chi-square of homogeneity) or frequency counts (Chi-square test of independence) for ( $i, j$ ) pair of factors; $E_{i, j}=$ mean of the expected value (for Chi-square of homogeneity) or frequency counts (chi-square test of independence) for ( $i, j$ ) pair of factors; $\mathrm{X}^{2}=$ the value of Chi-square statistic; $\chi^{2}=$ Chi-square critical parameter (from chi-square distribution).

- The test of independence (also known as Chi-square test of association):
- Is used to determine whether two characteristics are dependent or not.
- Compares the frequencies of one nominal variable for different values of a second nominal variable.
- Is an alternative to the G-test of independence (also known as the Likelihood Ratio Chi-square test) [43].
- Fisher's exact test of independence [44] is preferred whenever small expected values are presented.

The chi-square test of independence is applied in order to compare frequencies of nominal or ordinal data for a single population/sample (two variables at the same time).

The Chi-square for independence also faced some difficulties when applied on experimental data [39]. Fisher exact test [43] was proposed by Fisher as an alternative to the Chi-square test [44]; the Fisher exact test is based on the calculation of marginal probabilities (which unfortunately has an exact calculation formula only for $2 \times 2$ contingencies).

Glass and Hopkins [45] consider that the Chi-square test of association is equivalent to the Chi-square test of independence and to the Chi-square test of homogeneity.

## 3. Results and Discussion

### 3.1. Chi-Square Test of Goodness-of-Fit

The first problem of the Chi-square test of goodness-of-fit is how to establish the number of frequency classes. At least two approaches could be applied:

- The number of frequency classes (discreet number) is computed from Hartley's entropy [46] of observed versus expected data: $\log _{2}(2 n)$, where $n=$ number of observations. The EasyFit software (MathWave Technologies. http://www.mathwave.com) uses this approach.
- The number of frequency classes is obtained based on the histogram of observed values as estimator of density [47]. The optimal criterion is applied in order to obtain the width of the classes when the histogram is used. For example, Dataplot (National Institute for Standards and Technology. http://www.itl.nist.gov/div898/software/dataplot.html) automatically generates frequency classes using this method: the width of the frequency class is $0.3 \cdot s$ (where $s=$ standard deviation of the sample). The lower and upper bounders are given by $m \pm 6 \cdot s$ (where $m=$ arithmetic mean, $\mathrm{s}=$ standard deviation) and the marginal classes of frequencies are omitted.

One rule-of-thumb suggests dividing the sample in a number of frequency classes equal to $2 \cdot n^{2 / 5}$ (where $n=$ sample size) [48].

The second problem refers to the width of the frequency classes. Two approaches could be applied here:

- Data could be grouped in probability frequency classes (theoretical or observed) with equal width. This approach is frequently used when the observed data are grouped.
- Data could be grouped in intervals with equal width.

The third problem is the number of observations in each frequency class. Every class must contain at least five observations; otherwise the frequencies from two proximity classes are cumulated.

### 3.2. Chi-Square Test of Homogeneity

The investigation of homogeneity of the values associated to a class (row or column in the
contingency table) could be carried out by decomposing the $X^{2}$ expression (see Equation (3)). A hierarchy of irregularities on the contingency table could also be obtained by decomposing the $X^{2}$ expression.

$$
\begin{align*}
& X_{c}^{2}=\sum_{i=1}^{r} \frac{\left(O_{i, c}-E_{i, c}\right)^{2}}{E_{i, c}} \approx \chi^{2}(r-1) \\
& X_{r}^{2}=\sum_{j=1}^{c} \frac{\left(O_{r, j}-E_{r, j}\right)^{2}}{E_{r, j}} \approx \chi^{2}(c-1) \tag{3}
\end{align*}
$$

One assumption is that the $\mathrm{O}_{\mathrm{i}, \mathrm{j}}$ observations are the result of multiplying two factors; repeated observations approximate better the effect of multiplication. Thus, the formula of expected frequencies $\left(\mathrm{E}_{\mathrm{i}, \mathrm{j}}[43]\right)$ is the consequence of factors' multiplication and it is presented in Equation (4).

$$
\begin{equation*}
\mathrm{E}_{\mathrm{i}, \mathrm{j}}=\left(\sum_{\mathrm{k}=1}^{\mathrm{r}} \mathrm{O}_{\mathrm{i}, \mathrm{k}}\right) \cdot\left(\sum_{\mathrm{k}=1}^{\mathrm{c}} \mathrm{O}_{\mathrm{k}, \mathrm{j}}\right) /\left(\sum_{\mathrm{i}=1}^{\mathrm{r}} \sum_{\mathrm{j}=1}^{\mathrm{c}} \mathrm{O}_{\mathrm{i}, \mathrm{j}}\right) \tag{4}
\end{equation*}
$$

Three mathematical assumptions could be formulated in terms of square error $\left(\left(\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right)^{2}\right)$ of observation:

- The measurement is affected by chance errors, absolute values ( $\mathrm{S}^{2}$, Equation (5));
- The measurement is affected by chance errors, relative values (CV ${ }^{2}$, Equation (6));
- The measurement is affected by chance errors on a scale with values ( $\mathrm{X}^{2}$, Equation (7)) between absolute and relative errors.

The first hypothesis (chance errors, absolute values) leads mathematically to the minimization of the variance ( $S^{2}$ ) obtained between model and observation.

$$
\begin{equation*}
S^{2}=\sum_{\mathrm{i}=1}^{\mathrm{r}} \sum_{\mathrm{j}=1}^{\mathrm{c}}\left(\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{a}_{\mathrm{i}} \mathrm{~b}_{\mathrm{j}}\right)^{2}=\min \tag{5}
\end{equation*}
$$

where $a_{i}, 1 \leq i \leq r=$ contribution of first factor to the expected value $E_{i, j} ; b_{i}, 1 \leq j \leq c=$ contribution of second factor to the expected value $\mathrm{E}_{\mathrm{i}, \mathrm{j}} ; \mathrm{E}_{\mathrm{i}, \mathrm{j}}=\mathrm{a}_{\mathrm{i}} \cdot \mathrm{b}_{\mathrm{j}}$.

The second hypothesis (chance errors, relative values) leads to the minimization of the squared coefficient of variation ( $\mathrm{CV}^{2}$ ) (see Equation (6)).

$$
\begin{equation*}
C V^{2}=\sum_{i=1}^{r} \sum_{\mathrm{j}=1}^{\mathrm{c}} \frac{\left(\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{a}_{\mathrm{i}} \mathrm{~b}_{\mathrm{j}}\right)^{2}}{\left(\mathrm{a}_{\mathrm{i}} \mathrm{~b}_{\mathrm{j}}\right)^{2}}=\min \tag{6}
\end{equation*}
$$

One possible solution for the third hypothesis is the minimization of the $\mathrm{X}^{2}$ statistic (see Equation (7)).

$$
\begin{equation*}
X^{2}=\sum_{i=1}^{r} \sum_{j=1}^{c} \frac{\left(O_{i, j}-a_{i} b_{j}\right)^{2}}{a_{i} b_{j}}=\min \tag{7}
\end{equation*}
$$

The contribution of each factor $\left(A=\left(a_{i}\right)_{1 \leq i \leq r}\right.$, and $\left.B=\left(b_{j}\right)_{1 \leq j \leq c}\right)$ could be determined through the minimization of values given by Equations (5)-(7). The following formula (Equation (8)) was applied in order to minimize the values form Equations (5)-(7).

$$
\begin{equation*}
\left(\frac{\partial \cdot\left(\mathrm{a}_{\mathrm{i}}, \mathrm{~b}_{\mathrm{j}}\right)}{\partial \mathrm{a}_{\mathrm{i}}}=0\right)_{1 \leq i \leq \mathrm{r}} ; \quad\left(\frac{\partial \cdot\left(\mathrm{a}_{\mathrm{i}}, \mathrm{~b}_{\mathrm{j}}\right)}{\partial \mathrm{b}_{\mathrm{j}}}=0\right)_{1 \leq \mathrm{j} \leq \mathrm{c}} \tag{8}
\end{equation*}
$$

where the expression of derivate $\left(a_{i}, b_{j}\right)$ is the expression of $S^{2} / C V^{2} / X^{2}$ given in Equations (5)-(7).
The calculations revealed the followings:

- The relation in Equation (5) is verified by the values of $\left(a_{i}\right)_{1 \leq i \leq r}$ and $\left(b_{i}\right)_{1 \leq j \leq c}$ from Equation (9).
- The relation in Equation (6) is verified by the values of $\left(a_{i}\right)_{1 \leq i \leq r}$ and $\left(b_{i}\right)_{1 \leq j \leq c}$; from Equation (10).
- The relation in Equation (7) is verified by the values of $\left(a_{i}\right)_{1 \leq i \leq r}$ and $\left(b_{i}\right)_{1 \leq j \leq c}$; from Equation (11).

$$
\begin{align*}
& a_{i}=\left(\sum_{j=1}^{c} b_{j} O_{i, j}\right) /\left(\sum_{j=1}^{c} b_{j}{ }^{2}\right), i=1 . . r ; b_{j}=\left(\sum_{i=1}^{r} a_{i} O_{i, j}\right) /\left(\sum_{i=1}^{r} a_{i}{ }^{2}\right), j=1 . . c  \tag{9}\\
& a_{i}=\left(\sum_{j=1}^{c} \frac{O_{i, j}{ }^{2}}{b_{j}{ }^{2}}\right) /\left(\sum_{j=1}^{c} \frac{O_{i, j}}{b_{j}}\right), i=1 . . r ; b_{j}=\left(\sum_{i=1}^{r} \frac{O_{i, j}{ }^{2}}{a_{i}{ }^{2}}\right) /\left(\sum_{i=1}^{r} \frac{O_{i, j}}{a_{i}}\right), j=1 . . c  \tag{10}\\
& a_{i}{ }^{2}=\left(\sum_{j=1}^{c} \frac{O_{i, j}{ }^{2}}{b_{j}}\right) /\left(\sum_{j=1}^{c} b_{j}\right), i=1 . . r ; b_{j}{ }^{2}=\left(\sum_{i=1}^{r} \frac{O_{i, j}{ }^{2}}{a_{i}}\right) /\left(\sum_{i=1}^{r} a_{i}\right), j=1 . . c \tag{11}
\end{align*}
$$

The relations presented in Equations (9)-(11) admit an infinity of solutions and the family of solutions are close to the family of solutions given by Equation (4). Equation (4) was rewritten as presented in Equation (12).

$$
\begin{equation*}
\mathrm{a}_{\mathrm{i}} \cdot \mathrm{~b}_{\mathrm{j}}=\left(\sum_{\mathrm{k}=1}^{\mathrm{r}} \mathrm{O}_{\mathrm{i}, \mathrm{k}}\right) \cdot\left(\sum_{\mathrm{k}=1}^{\mathrm{c}} \mathrm{O}_{\mathrm{k}, \mathrm{j}}\right) /\left(\sum_{\mathrm{i}=1}^{\mathrm{r}} \sum_{\mathrm{j}=1}^{\mathrm{c}} \mathrm{O}_{\mathrm{i}, \mathrm{j}}\right) \tag{12}
\end{equation*}
$$

Dealing directly with Equations (9)-(11) without using Equation (12) is ineffective. For example, for $\mathrm{r}=2$ and $\mathrm{c}=3$ substituted in Equation (9) leads to Equation (13):

$$
\begin{equation*}
\left(\frac{\mathrm{a}_{2}}{\mathrm{a}_{1}}\right)^{2}+\frac{\left(\mathrm{O}_{1,1}{ }^{2}+\mathrm{O}_{1,2}{ }^{2}+\mathrm{O}_{1,3}{ }^{2}\right)-\left(\mathrm{O}_{2,1}^{2}+\mathrm{O}_{2,2}{ }^{2}+\mathrm{O}_{2,3}{ }^{2}\right)}{\left(\mathrm{O}_{1,1} \mathrm{O}_{2,1}+\mathrm{O}_{1,2} \mathrm{O}_{2,2}+\mathrm{O}_{1,3} \mathrm{O}_{2,3}\right)}\left(\frac{\mathrm{a}_{2}}{\mathrm{a}_{1}}\right)-1=0 \tag{13}
\end{equation*}
$$

This is solvable in $\left(a_{2} / a_{1}\right)$. Thus, there are an infinity of solutions (for any non-null value of $a_{1}$ there is a value $a_{2}$ that verifies Equation (13)) and the degree of equation Equation (13) is given by $\min (\mathrm{r}, \mathrm{c})$. The equations that are obtained by direct substitution are more complicated as the $r$ and $c$ values increase. For example, if $r=2$, and $c=3$ the substitutions in Equation (11) lead to the relation presented in Equation (14), which is an equation of fifth degree ( $\mathrm{r}+\mathrm{c}$ ).

$$
\begin{align*}
& O_{1,1}{ }^{2} O_{1,2}{ }^{2}\left(O_{1,1}{ }^{2}-O_{1,2}{ }^{2}\right)\left(\frac{a_{2}}{a_{1}}\right)^{5}+\left(O_{1,1}{ }^{4} O_{2,2}{ }^{2}-O_{1,2}{ }^{4} O_{2,1}{ }^{2}\right)\left(\frac{a_{2}}{a_{1}}\right)^{4}+ \\
& +2 O_{1,1}{ }^{2} O_{1,2}{ }^{2}\left(O_{2,2}{ }^{2}-O_{2,1}{ }^{2}\right)\left(\frac{a_{2}}{a_{1}}\right)^{3}+2 O_{2,1}{ }^{2} O_{2,2}{ }^{2}\left(O_{1,2}{ }^{2}-O_{1,1}{ }^{2}\right)\left(\frac{a_{2}}{a_{1}}\right)^{2}  \tag{14}\\
& +\left(O_{1,2}{ }^{2} O_{2,1}{ }^{4}-O_{1,1}{ }^{2} O_{2,2}{ }^{4}\right)\left(\frac{a_{2}}{a_{1}}\right)+O_{2,2}{ }^{2} O_{2,1}{ }^{2}\left(O_{2,1}{ }^{2}-O_{2,2}{ }^{2}\right)=0
\end{align*}
$$

The application of successive approximations using the solution offered by Equation (12) is the indirect way to solve the relations presented in Equations (9)-(11). The relation presented in Equation (12) is used in order to obtain the first approximation (initial approximation) of the solution; in every sequence of approximations the oldest values are replaced on the right side of the relations presented in Equations (9)-(11) in order to obtain the new approximations.

The method of successive approximations rapidly converged towards the optimal solution. Thus, three iterations are necessary in order to obtain a residual value of 282.11735 for the relation presented in Equation (9). Starting with the third iteration, the value of residuals is changed at the level of the $5^{\text {th }}$ decimal. For the relation presented in Equation (11) the same quality of representation of the optimal solution is obtained after the $4^{\text {th }}$ iteration.

The experimental data reported by Fisher [4] were used for exemplification (Table 2). The values suggested by Equation (12) for the $\left(a_{i} b_{j}\right)_{1 \leq i \leq 6 ; 1 \leq j \leq 12}$ are showed in Table 3.

Table 2. Experimental values: response to fertilization with manure on different potato varieties.

| TV | UD | KK | KP | TP | ID | GS | AJ | BQ | ND | EP | AC | DY | $\Sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DS | 25.3 | 28.0 | 23.3 | 20.0 | 22.9 | 20.8 | 22.3 | 21.9 | 18.3 | 14.7 | 13.8 | 10.0 | $\mathbf{2 4 1 . 3}$ |
| DC | 26.0 | 27.0 | 24.4 | 19.0 | 20.6 | 24.4 | 16.8 | 20.9 | 20.3 | 15.6 | 11.0 | 11.8 | $\mathbf{2 3 7 . 8}$ |
| DB | 26.5 | 23.8 | 14.2 | 20.0 | 20.1 | 21.8 | 21.7 | 20.6 | 16.0 | 14.3 | 11.1 | 13.3 | $\mathbf{2 2 3 . 4}$ |
| US | 23.0 | 20.4 | 18.2 | 20.2 | 15.8 | 15.8 | 12.7 | 12.8 | 11.8 | 12.5 | 12.5 | 8.2 | $\mathbf{1 8 3 . 9}$ |
| UC | 18.5 | 17.0 | 20.8 | 18.1 | 17.5 | 14.4 | 19.6 | 13.7 | 13.0 | 12.0 | 12.7 | 8.3 | $\mathbf{1 8 5 . 6}$ |
| UB | 9.5 | 6.5 | 4.9 | 7.7 | 4.4 | 2.3 | 4.2 | 6.6 | 1.6 | 2.2 | 2.2 | 1.6 | $\mathbf{5 3 . 7}$ |
| $\sum$ | $\mathbf{1 2 8 . 8}$ | $\mathbf{1 2 2 . 7}$ | $\mathbf{1 0 5 . 8}$ | $\mathbf{1 0 5}$ | $\mathbf{1 0 1 . 3}$ | $\mathbf{9 9 . 5}$ | $\mathbf{9 7 . 3}$ | $\mathbf{9 6 . 5}$ | $\mathbf{8 1}$ | $\mathbf{7 1 . 3}$ | $\mathbf{6 3 . 3}$ | $\mathbf{5 3 . 2}$ | $\mathbf{1 1 2 5 . 7}$ |

TV: Treatment vs. Variety; UD, KK, KP, TP, ID, GS, AJ, BQ, ND, EP, AC, DY: potato varieties (UD = Up to Date; $\mathrm{KK}=\mathrm{K}$ of K ; KP = Kerr's Pink; TP = Tinwald Perfection; ID = Iron Duke; GS = Great Scott; $\mathrm{AJ}=\mathrm{Ajax} ; \mathrm{BQ}=$ British Queen; ND = Nithsdale; EP = Epicure; AC = Arran Comrade; DY = Duke of York); DS, DC, DB, US, UC, UB: types of treatment (D* - manure; $\mathrm{U}^{*}$ - without manure; S - sulphate; C - chloride; B - basal); $\sum=$ sum.

Table 3. Values of $\left(a_{i} b_{j}\right)_{1 \leq i \leq 6 ; 1 \leq j \leq 12}$ calculated with Equation (12) for the response to fertilization on different potato varieties.

| TV | UD | KK | KP | TP | ID | GS | AJ | BQ | ND | EP | AC | DY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DS | 27.61 | 26.30 | 22.68 | 22.51 | 21.71 | 21.33 | 20.86 | 20.69 | 17.36 | 15.28 | 13.57 | 11.40 |
| DC | 27.21 | 25.92 | 22.35 | 22.18 | 21.40 | 21.02 | 20.55 | 20.39 | 17.11 | 15.06 | 13.37 | 11.24 |
| DB | 25.56 | 24.35 | 21.00 | 20.84 | 20.10 | 19.75 | 19.31 | 19.15 | 16.07 | 14.15 | 12.56 | 10.56 |
| US | 21.04 | 20.04 | 17.28 | 17.15 | 16.55 | 16.25 | 15.90 | 15.76 | 13.23 | 11.65 | 10.34 | 8.69 |
| UC | 21.24 | 20.23 | 17.44 | 17.31 | 16.70 | 16.41 | 16.04 | 15.91 | 13.35 | 11.76 | 10.44 | 8.77 |
| UB | 6.14 | 5.85 | 5.05 | 5.01 | 4.83 | 4.75 | 4.64 | 4.60 | 3.86 | 3.40 | 3.02 | 2.54 |

TV: Treatment vs. Variety; (D* - manure; $\mathrm{U}^{*}$ - without manure; S - sulphate; C - chloride; B - basal). UD, KK, KP, TP, ID, GS, AJ, BQ, ND, EP, AC, DY: potato varieties (UD = Up to Date; $\mathrm{KK}=\mathrm{K}$ of $\mathrm{K} ; \mathrm{KP}=$ Kerr's Pink; TP = Tinwald Perfection; ID = Iron Duke; GS = Great Scott; AJ = Ajax; BQ = British Queen; ND = Nithsdale; EP = Epicure; AC = Arran Comrade; DY = Duke of York); DS, DC, DB, US, UC, UB: types of treatment;

The values resulted when the iterative approach was applied to obtain the solution for Equations (9)-(11) are presented in Tables 4-6. The summary of the results obtained by all four approaches are presented in Table 7.

Table 4. Optimized value of the $\left(\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}\right)_{1 \leq i \leq 6 ; 1 \leq j \leq 12}$ calculated with Equation (9) for the response to fertilization on different potato varieties.

| TV | UD | KK | KP | TP | ID | GS | AJ | BQ | ND | EP | AC | DY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DS | 27.07 | 26.42 | 22.64 | 21.85 | 21.85 | 21.94 | 20.94 | 20.63 | 17.93 | 15.48 | 13.54 | 11.61 |
| DC | 26.66 | 26.02 | 22.29 | 21.52 | 21.52 | 21.60 | 20.62 | 20.32 | 17.66 | 15.24 | 13.33 | 11.43 |
| DB | 24.91 | 24.32 | 20.83 | 20.11 | 20.11 | 20.19 | 19.27 | 18.99 | 16.50 | 14.25 | 12.46 | 10.69 |
| US | 20.64 | 20.15 | 17.26 | 16.66 | 16.66 | 16.73 | 15.96 | 15.73 | 13.67 | 11.80 | 10.32 | 8.85 |
| UC | 20.58 | 20.09 | 17.21 | 16.61 | 16.61 | 16.68 | 15.92 | 15.69 | 13.63 | 11.77 | 10.29 | 8.83 |
| UB | 6.29 | 6.14 | 5.26 | 5.08 | 5.08 | 5.10 | 4.86 | 4.79 | 4.17 | 3.60 | 3.14 | 2.70 |

TV: Treatment vs. Variety; UD, KK, KP, TP, ID, GS, AJ, BQ, ND, EP, AC, DY: potato varieties (UD = Up to Date; KK= K of K; KP = Kerr's Pink; TP = Tinwald Perfection; ID = Iron Duke; GS = Great Scott; $\mathrm{AJ}=\mathrm{Ajax} ; \mathrm{BQ}=$ British Queen; ND = Nithsdale; $\mathrm{EP}=$ Epicure; AC = Arran Comrade; DY = Duke of York); DS, DC, DB, US, UC, UB: types of treatment; (D* - manure; $\mathrm{U}^{*}$ - without manure; S - sulphate; C - chloride; B - basal).

Table 5. Optimized value of the $\left(\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}\right)_{1 \leq \mathrm{i} \leq 6 ; 1 \leq \mathrm{j} \leq 12}$ calculated with Equation (10) for the response to fertilization on different potato varieties.

| TV | $\mathbf{U D}$ | $\mathbf{K K}$ | $\mathbf{K P}$ | $\mathbf{T P}$ | $\mathbf{I D}$ | $\mathbf{G S}$ | $\mathbf{A J}$ | $\mathbf{B Q}$ | $\mathbf{N D}$ | $\mathbf{E P}$ | $\mathbf{A C}$ | DY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DS | 27.57 | 26.08 | 23.04 | 22.61 | 21.48 | 21.61 | 21.13 | 20.69 | 17.66 | 15.23 | 13.79 | 11.56 |
| DC | 27.38 | 25.90 | 22.88 | 22.45 | 21.34 | 21.46 | 20.99 | 20.55 | 17.54 | 15.13 | 13.69 | 11.48 |
| DB | 25.84 | 24.44 | 21.59 | 21.19 | 20.14 | 20.26 | 19.80 | 19.40 | 16.56 | 14.28 | 12.92 | 10.83 |
| US | 21.23 | 20.08 | 17.74 | 17.40 | 16.54 | 16.64 | 16.27 | 15.93 | 13.60 | 11.73 | 10.62 | 8.90 |
| UC | 21.47 | 20.31 | 17.94 | 17.61 | 16.73 | 16.83 | 16.46 | 16.12 | 13.76 | 11.86 | 10.74 | 9.00 |
| UB | 7.02 | 6.64 | 5.87 | 5.76 | 5.47 | 5.51 | 5.38 | 5.27 | 4.5 | 3.88 | 3.51 | 2.94 |

TV: Treatment $v s$. Variety; UD, KK, KP, TP, ID, GS, AJ, BQ, ND, EP, AC, DY: potato varieties (UD = Up to Date; KK= K of K; KP = Kerr's Pink; TP = Tinwald Perfection; ID = Iron Duke; GS = Great Scott; $\mathrm{AJ}=\mathrm{Ajax} ; \mathrm{BQ}=$ British Queen; ND = Nithsdale; EP = Epicure; AC = Arran Comrade; DY = Duke of York); DS, DC, DB, US, UC, UB: types of treatment; (D* - manure; $\mathrm{U}^{*}$ - without manure; S - sulphate; C - chloride; B - basal).

The analysis of the results presented in Table 7 revealed that each method defined in Equations (9)(11) increases the value of the objective sum compared with the expression defined in the Equation (12) formula; the methods provided by Equations (9)-(11) also represent corrections of Equations (12). The relation presented in Equation (9) offers a better solution compared to Equation (12) under the hypothesis of experimental errors uniformly distributed among classes (absolute experimental error). The relation presented in Equation (10) obtained a better solution compared to Equation (12) under the hypothesis of experimental errors proportional with the magnitude of the observed phenomena (relative experimental error). The relation presented in Equation (11) obtained a better solution compared to Equation (12) when the aim is to minimize the Pearson-Fisher $X^{2}$ statistics (Pearsonian expression of type III [4], p. 337).

Table 6. Optimized value of $\left(a_{i} \mathrm{~b}_{\mathrm{j}}\right)_{1 \leq i \leq 6 ; 1 \leq j \leq 12}$ calculated with Equation (11) for the response to fertilization on different potato varieties.

| TV | UD | KK | KP | TP | ID | GS | AJ | BQ | ND | EP | AC | DY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DS | 27.64 | 26.19 | 22.85 | 22.60 | 21.59 | 21.44 | 20.98 | 20.71 | 17.49 | 15.24 | 13.67 | 11.47 |
| DC | 27.35 | 25.91 | 22.61 | 22.36 | 21.36 | 21.22 | 20.76 | 20.50 | 17.30 | 15.08 | 13.52 | 11.35 |
| DB | 25.74 | 24.40 | 21.28 | 21.05 | 20.11 | 19.97 | 19.55 | 19.29 | 16.29 | 14.20 | 12.73 | 10.68 |
| US | 21.17 | 20.06 | 17.50 | 17.31 | 16.53 | 16.42 | 16.07 | 15.87 | 13.39 | 11.68 | 10.47 | 8.78 |
| UC | 21.40 | 20.28 | 17.69 | 17.50 | 16.71 | 16.60 | 16.25 | 16.04 | 13.54 | 11.80 | 10.58 | 8.88 |
| UB | 6.57 | 6.23 | 5.43 | 5.37 | 5.13 | 5.10 | 4.99 | 4.93 | 4.16 | 3.63 | 3.25 | 2.73 |

TV: Treatment vs. Variety; UD, KK, KP, TP, ID, GS, AJ, BQ, ND, EP, AC, DY: potato varieties (UD = Up to Date; KK= K of K; KP = Kerr's Pink; TP = Tinwald Perfection; ID = Iron Duke; GS = Great Scott; $\mathrm{AJ}=\mathrm{Ajax} ; \mathrm{BQ}=$ British Queen; ND = Nithsdale; EP = Epicure; AC = Arran Comrade; DY = Duke of York); DS, DC, DB, US, UC, UB: types of treatment; (D* - manure; $\mathrm{U}^{*}$ - without manure; S - sulphate; C - chloride; B - basal).

Table 7. Comparative value for chance experimental errors.

|  | $\mathrm{S}^{2}$ |  |  |  | $\mathrm{X}^{2}$ |  |  |  | $\mathrm{CV}^{2}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tt | Equation <br> (12) | Equation <br> (9) | Equation <br> (11) | Equation <br> (10) | Equation <br> (12) | Equation <br> (9) | Equation <br> (11) | Equation <br> (10) | Equation <br> (12) | Equation <br> (9) | Equation <br> (11) | Equation <br> (10) |
| DS | 23.4 | 18.76 | 24.12 | 57.97 | 1.10 | 0.937 | 1.127 | 2.308 | 0.056 | 0.0515 | 0.0573 | 0.0971 |
| DC | 59.7 | 48.48 | 59.86 | 104.95 | 3.08 | 2.497 | 3.052 | 4.847 | 0.164 | 0.133 | 0.1611 | 0.2365 |
| DB | 69.8 | 66.77 | 71.47 | 95.21 | 3.78 | 3.596 | 3.796 | 4.803 | 0.221 | 0.2078 | 0.2167 | 0.2633 |
| US | 41.6 | 49.03 | 41.66 | 35.34 | 2.72 | 3.190 | 2.709 | 2.358 | 0.186 | 0.2158 | 0.183 | 0.1635 |
| UC | 57.6 | 59.01 | 56.53 | 82.16 | 3.46 | 3.660 | 3.339 | 4.367 | 0.218 | 0.2375 | 0.2065 | 0.2444 |
| UB | 37.5 | 40.1 | 37.13 | 28.26 | 7.89 | 8.295 | 7.659 | 5.956 | 1.751 | 1.8018 | 1.6696 | 1.3512 |
| UD | 30.3 | 26.3 | 28.20 | 78.9 | 2.66 | 2.35 | 2.15 | 3.58 | 0.335 | 0.293 | 0.235 | 0.232 |
| KK | 15.3 | 13.5 | 15.80 | 18.7 | 0.76 | 0.64 | 0.73 | 0.88 | 0.045 | 0.033 | 0.035 | 0.044 |
| KP | 63.0 | 62.7 | 64.00 | 67.5 | 3.11 | 3.15 | 3.13 | 3.19 | 0.155 | 0.162 | 0.159 | 0.155 |
| TP | 34.3 | 31.4 | 33.30 | 76.5 | 2.79 | 2.69 | 2.37 | 3.67 | 0.357 | 0.340 | 0.256 | 0.242 |
| ID | 3.4 | 3.9 | 4.00 | 4.5 | 0.21 | 0.27 | 0.28 | 0.26 | 0.017 | 0.028 | 0.029 | 0.021 |
| GS | 26.2 | 25.6 | 26.90 | 28.6 | 2.29 | 2.45 | 2.52 | 2.42 | 0.319 | 0.349 | 0.352 | 0.327 |
| AJ | 45.0 | 47.0 | 45.30 | 43.4 | 2.56 | 2.71 | 2.60 | 2.44 | 0.152 | 0.168 | 0.164 | 0.148 |
| BQ | 21.5 | 20.4 | 21.00 | 31.8 | 1.93 | 1.71 | 1.67 | 2.19 | 0.253 | 0.205 | 0.182 | 0.193 |
| ND | 18.3 | 17.9 | 19.10 | 20.5 | 2.13 | 2.29 | 2.35 | 2.27 | 0.393 | 0.424 | 0.427 | 0.403 |
| EP | 2.9 | 3.2 | 3.30 | 3.8 | 0.53 | 0.64 | 0.66 | 0.62 | 0.133 | 0.158 | 0.163 | 0.142 |
| AC | 18.2 | 18.8 | 18.70 | 19.3 | 1.76 | 1.87 | 1.84 | 1.83 | 0.209 | 0.232 | 0.233 | 0.221 |
| DY | 11.1 | 11.5 | 11.20 | 10.6 | 1.31 | 1.40 | 1.39 | 1.27 | 0.228 | 0.255 | 0.258 | 0.227 |
| $\Sigma$ | 289.5 | 282.2 | 290.8 | 404.1 | 22.04 | 22.17 | 21.69 | 24.62 | 2.596 | 2.647 | 2.493 | 2.355 |

$\mathrm{Tt}=$ type of treatment; $\mathrm{S}^{2}=$ Equation (5); $\mathrm{X}^{2}=$ Equation (7); $\mathrm{CV}^{2}=$ Equation (6)
The values for all three types of experimental errors (square absolute $\mathrm{S}^{2}$, square relative $\mathrm{CV}^{2}$ and Pearson's $\mathrm{X}^{2}$ ) and for all four analyzed cases are presented in Table 7 (theoretical frequency estimated from the contingency table - Equation (12); theoretical frequency estimated through the minimization of the square absolute error - Equation (9); theoretical frequency estimated through minimization of the square relative error - Equation (10); theoretical frequency estimated through minimization of Pearson-

Fisher statistics - Equation (11)); the values are obtained in a design of experiments with two independent factors (type of treatment and type of potato variety, abbreviated as factors A and B). This experiment allowed the representation of the Euclidian distances between obtained results (see Figure 1).

Figure 1. Euclidian distances among estimations of experimental errors.


[^0]The experimental errors estimated by Equations (9)-(11) are presented in Figure 2 using the Snyder triangle [49] (diagrams frequently used in chromatography in order to represent three or more parameters which depend on two factors).

Figure 2 was obtained by setting the representation at the same scale of error area in ratio with two factors (the distance between the coordinate of experimental error for the hypothesis that $\mathrm{S}^{2}=\mathrm{min}$ and the coordinate of experimental errors for the hypothesis that $\mathrm{CV}^{2}=\min$ was used as reference). The coordinates for the hypothesis that $\mathrm{X}^{2}=\mathrm{min}$ were obtained after maximizing the error area (maximization of the $\mathrm{A}, \mathrm{V}$ and X triangle area). The coordinates of contingency were obtained so that its projections on the sides of the triangles could split the sides into the ratios observed among the differences in Table 7.

The graphical representation in Figure 1 provides qualitative remarks regarding the contingency model defined in Equation (12) in relation with experimental errors:

- The intersection between the contingency area and error areas is done through the absolute square error. Therefore, the contingency defined by Equation (12) assured the agreement between
observation and model for the absolute square error only (one out of the three types of errors included in the study).
- The triangle of the $X^{2}$ statistics variation intersects only with the $X^{2}$ statistics triangle. This fact recommends the use of optimization defined in Equation (5) [5] or the one defined in Equation (7) [39]. Moreover, this demonstrated why the Chi-square test is more exposed to type I errors (the null hypothesis that the row variable is not related to the column variable is rejected even if this hypothesis is true) [50] compared to the Kolmogorov-Smirnov [40,51] and Anderson-Darling [39,43] tests.

The analysis of errors distribution obtained from the above association analysis is presented in Supplementary Material.

Figure 2. Position of empirical estimation (Equation (12)) within minimum relative errors (Equations (9)-(11)).


The relative position of the solution proposed in Equation (12) could be represented in relation to the optimal values obtained using Equations (9)-(11). Therefore, the values presented in Table 7 (last row) were re-arranged and then expressed after being divided to their minimum values. The results are presented in Table 8.

Figure 2 contains the representation of the relative values of errors (error excess) in the coordinates defined by the values of $\mathrm{S}^{2}, \mathrm{CV}^{2}$ and $\mathrm{X}^{2}$ for the results obtained through simple estimation ( E , Equation (12)), minimization of the absolute square error ( $\mathrm{S}^{2}=\mathrm{min}$, Equation (9)), minimization of the relative square error $\left(\mathrm{CV}^{2}=\min\right.$, Equation (10)) and minimization of the $\mathrm{X}^{2}$ statistics $\left(\mathrm{X}^{2}=\mathrm{min}\right.$, Equation (11)).

Table 8. Transformation of the residuals presented in Table 7 in relation to their minimum values.

| Absolute value | $\mathbf{S}^{\mathbf{2}}$ | $\mathbf{X}^{\mathbf{2}}$ | $\mathbf{C V}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: |
| E | 289.5 | 22.04 | 2.596 |
| $\mathrm{~S}^{2}=$ min. | $\mathbf{2 8 2 . 2}$ | 22.17 | 2.647 |
| $\mathrm{X}^{2}=$ min. | 290.8 | $\mathbf{2 1 . 6 9}$ | 2.493 |
| $\mathrm{CV}^{2}=$ min. | 404.1 | 24.62 | $\mathbf{2 . 3 5 5}$ |
| Relative value | $\mathbf{S}^{\mathbf{2}}$ | $\mathbf{X}^{\mathbf{2}}$ | $\mathbf{C V}^{\mathbf{2}}$ |
| E | 1.026 | 1.016 | 1.102 |
| $\mathrm{~S}^{2}=$ min. | $\mathbf{1}$ | 1.022 | 1.124 |
| $\mathrm{X}^{2}=$ min. | 1.030 | $\mathbf{1}$ | 1.059 |
| $\mathrm{CV}^{2}=$ min. | 1.432 | 1.135 | $\mathbf{1}$ |

$\mathrm{E}=$ use of Equation (4) in place of $\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}$ in Equations (5)-(7); $\mathrm{S}^{2}=$ Equation (5); $\mathrm{X}^{2}=$ Equation (7); $\mathrm{CV}^{2}=$ Equation (6).

The results of the representations showed in Figure 2 are consistent with the results of the projections in the areas illustrated in Figure 1. Figure 2 showed that the solution proposed by Equation (12) is very close to the solution proposed by Equation (9) and Equation (11). Moreover, the solution is intermediate between Equation (9) and Equation (11) and far away from the solution proposed by Equation (10).

### 3.3. Chi-Square Test of Independence

A single degree of freedom is known to exist for a $2 \times 2$ contingency table.
Table 9 presents such a situation in which the restrictions come from the sums of observations.
Table $9.2 \times 2$ contingency table with one degree of freedom.

| $\mathbf{X}^{\mathbf{2}}$ | Class A | Class $\boldsymbol{\Omega}_{\mathbf{1}} \backslash \mathbf{A}$ | Total $\boldsymbol{\Omega}_{\mathbf{1}}$ |
| :---: | :---: | :---: | :---: |
| Class B | x | $\mathrm{n}_{1}-\mathrm{x}$ | $\mathrm{n}_{1}$ |
| Class $\Omega_{2} \backslash \mathrm{~B}$ | $\mathrm{n}_{2}-\mathrm{x}$ | $\mathrm{n}_{3}-\mathrm{n}_{1}+\mathrm{x}$ | $\mathrm{n}_{2}+\mathrm{n}_{3}-\mathrm{n}_{1}$ |
| Total $\Omega_{2}$ | $\mathrm{n}_{2}$ | $\mathrm{n}_{3}$ | $\mathrm{n}_{2}+\mathrm{n}_{3}$ |

$\mathrm{X}^{2}=$ Chi-Square. Class $\mathrm{A}=$ first value of first category. $\Omega_{1}=$ whole first category.
Class $B=$ first value of second category. $\Omega_{2}=$ whole second category.
The probability to observe the situation presented in Table 9 is given by the multinomial distribution (given by (Equation (15)). The value of the Chi-square statistics $\left(\mathrm{X}^{2}\right)$ is given by the relation presented in Equation (16).

$$
\begin{gather*}
\mathrm{p}_{\mathrm{MN}}\left(\mathrm{x} ; \mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}_{3}\right)=\frac{\mathrm{n}_{1}!\mathrm{n}_{2}!\cdot \mathrm{n}_{3}!\cdot\left(\mathrm{n}_{2}+\mathrm{n}_{3}-\mathrm{n}_{1}\right)!}{\mathrm{x}!\cdot\left(\mathrm{n}_{1}-\mathrm{x}\right)!\cdot\left(\mathrm{n}_{2}-\mathrm{x}\right)!\left(\mathrm{n}_{3}-\mathrm{n}_{1}+\mathrm{x}\right)!\left(\mathrm{n}_{2}+\mathrm{n}_{3}\right)!}  \tag{15}\\
\mathrm{X}^{2}\left(\mathrm{x} ; \mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}_{3}\right)=\frac{\left(\mathrm{xn}_{2}+\mathrm{xn}_{3}-\mathrm{n}_{1} \mathrm{n}_{2}\right)^{2}\left(\mathrm{n}_{2}+\mathrm{n}_{3}\right)}{\mathrm{n}_{1} \mathrm{n}_{2} \mathrm{n}_{3}\left(\mathrm{n}_{2}+\mathrm{n}_{3}-\mathrm{n}_{1}\right)} \tag{16}
\end{gather*}
$$

The range in which $x$ could take values is [ $0 . \operatorname{Min}\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)$ ].

In order to exemplify this problem, the experimental data reported by Fisher in 1935 [19] ( $\mathrm{n}_{1}=13$, $\mathrm{n}_{2}=12, \mathrm{n}_{3}=18$ ) for a range of $x$ variation from 0 to 12 and with an observed value of 10 was analyzed. The value of $X^{2}$ statistic (Equation (16)) was represented in Figure 3.

Figure 3. Value of $\mathrm{X}^{2}$ statistic as function of independent observation $x$.


The space of possible observations regarding the $X^{2}$ statistics as function of the independent variable $x$ is discrete as it can be observed from Figure 3. The observed value $(x=10)$ is situated into the vicinity of one boundary $(x=12)$ having only two less favorable observations (with an $X^{2}$ value higher than the observed value) compared with the observed value in the same vicinity ( $\mathrm{x}=11$ and $\mathrm{x}=12$ ) and a less favorable observation in the opposite vicinity $(\mathrm{x}=0)$.

Two possible approaches could be applied in relation to the objective of the comparison in a contingency table:
(1) If higher distances from homogeneity than the observed gives the statistic, then the probability associated to observation is obtained by cumulating the probabilities for $\mathrm{x}=0, \mathrm{x}=10, \mathrm{x}=11$ and $x=12$ (red and blue dots on Figures 3 and 4).
(2) If higher distances from homogeneity than the observed strictly in the sense of the observed gives the statistic, then the probability associated to observation is obtained by cumulating the probabilities for $\mathrm{x}=10, \mathrm{x}=11$ and $\mathrm{x}=12$ (red dots on Figures 3 and 4).

Figure 4 present graphically the probability of the observation (calculated from Equation (15)).
Table 10 presents the values of three probabilities: the probability of $\chi^{2}$ distribution $\left(p_{x 2}\right)$, the probability to observe a higher distance from homogeneity in the direction of the observed value ( $\mathrm{p}_{\mathrm{O} 2}$ ) and the probability to observe a higher distance from the homogeneity in any direction ( $\mathrm{p}_{\mathrm{D} 2}$ ). The probability obtained from the $\chi^{2}$ distribution ( $p_{\mathrm{x} 2}$ ) estimates a higher distance from homogeneity in any direction ( $\mathrm{p}_{\mathrm{D} 2}$ ).

Figure 4. Value of the statistical probability of the observed according to the observable.


Table 10. Probability of observation.

| Probability | Expression of calculus | Value |
| :---: | :---: | :---: |
| $\mathrm{p}_{\mathrm{X} 2}$ | $\chi^{2} \mathrm{CDF}^{2}\left(\mathrm{X}^{2}=13.03, \mathrm{df}=1\right)$ | $3.063 \times \cdot 10^{-4}$ |
| $\mathrm{p}_{\mathrm{O} 2}\left(\mathrm{x}^{2} \geq \mathrm{X}^{2}\right)$ | $\mathrm{p}_{\mathrm{MN}}(10,13,12,18)+\mathrm{p}_{\mathrm{MN}}(11,13,12,18)+\mathrm{p}_{\mathrm{MN}}(12,13,12,18)$ | $4.625 \times 10^{-4}$ |
| $\mathrm{p}_{\mathrm{O} 2}\left(\mathrm{x}^{2}>\mathrm{X}^{2}\right)$ | $\mathrm{p}_{\mathrm{MN}}(11,13,12,18)+\mathrm{p}_{\mathrm{MN}}(12,13,12,18)$ | $1.548 \times 10^{-5}$ |
| $\mathrm{p}_{\mathrm{D} 2}\left(\mathrm{x}^{2} \geq \mathrm{X}^{2}\right)$ | $\mathrm{p}_{\mathrm{O} 2}\left(\mathrm{x}^{2} \geq \mathrm{X}^{2}\right)+\mathrm{p}_{\mathrm{MN}}(0,13,12,18)$ | $5.367 \times 10^{-4}$ |
| $\mathrm{p}_{\mathrm{D} 2}\left(\mathrm{x}^{2}>\mathrm{X}^{2}\right)$ | $\mathrm{p}_{\mathrm{O} 2}\left(\mathrm{x}^{2}>\mathrm{X}^{2}\right)+\mathrm{p}_{\mathrm{MN}}(0,13,12,18)$ | $8.702 \times 10^{-5}$ |

$\mathrm{p}_{\mathrm{X} 2}=$ probability of $\chi^{2}$ distribution; $\mathrm{p}_{\mathrm{O} 2}=$ probability of observing a higher distance from homogeneity in the direction of the observed value; $\mathrm{p}_{\mathrm{D} 2}=$ probability of observing a higher distance from homogeneity in any direction; $\chi^{2}{ }_{\mathrm{CDF}}=$ probability of cumulative distribution function; $\mathrm{p}_{\mathrm{MN}}=$ probability from multinomial distribution.

Table 10 shows how the Chi-square test is in error when the values in the contingency table are far from the imposed conditions for expected counts or frequencies (no more than $20 \%$ of the cells in the contingency table should have counts/frequencies lower that 5). Table 10 also shows how in this case the Chi-square test is exposed to type I errors (giving a lower observation probability than the real one; the risk is to accept the alternative hypothesis even if this is not true).

Frank Yates proposed in 1934 [18] a continuity correction in order to correct the statistical significance in a contingency table. If this correction is applied to Equations (1)-(3), a 0.5 value must be subtracted from the absolute difference between observed and expected frequencies in the hypothesis of independence (the middle of the frequency interval). Mantel and Haenszel proposed in 1959 [52] a correction of Chi-square test by dividing its value to $\mathrm{df} /(\mathrm{df}-1)$, where $\mathrm{df}=$ degree of freedom.

## 4. Conclusions

The application of the Chi-square test is directly related with some assumptions and with the design of the experiment. Three problems were identified in the application of Chi-square goodness-of-fit and solutions were identified, presented and analyzed.

Three different equations were identified as able to determine the contribution of each factor on three hypothesizes (minimization of variance, minimization of square coefficient of variation and minimization of $\mathrm{X}^{2}$ statistic) in the application of the Chi-square test of homogeneity. The best solution proved to be directly related to the distribution of the experimental error.

The Fisher exact test proved to be the "golden test" in analyzing the independence while the Yates and Mantel-Haenszel corrections could be applied as alternative tests.
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## Supplementary Material

Starting from the well known Gauss-Laplace distribution of errors ${ }^{1}$ :

$$
\begin{equation*}
\operatorname{PDF}_{\mathrm{GL}}(\mathrm{x} ; \mu, \sigma, \mathrm{p})=\frac{\mathrm{p}}{2 \sigma} \frac{\Gamma^{1 / 2}(3 / \mathrm{p})}{\Gamma^{3 / 2}(1 / \mathrm{p})} \exp \left(-\frac{\left|\frac{\mathrm{x}-\mu}{\sigma}\right|^{\mathrm{p}}}{\left(\frac{\Gamma(1 / \mathrm{p})}{\Gamma(3 / \mathrm{p})}\right)^{\mathrm{p} / 2}}\right) \tag{1}
\end{equation*}
$$

a further assumption can be made on the observational error: there is no systematic error (mean $\mu$ set to 0 ). The errors for Gauss-Laplace distribution with a mean of zero become:

$$
\begin{equation*}
P D F_{G L 0}(x ; \sigma, p)=P D F_{G L}(x ; \sigma, p)=\frac{p}{2 \sigma} \frac{\Gamma^{1 / 2}(3 / p)}{\Gamma^{3 / 2}(1 / p)} \exp \left(-\frac{\left|\frac{x}{\sigma}\right|^{p}}{\left(\frac{\Gamma(1 / p)}{\Gamma(3 / p)}\right)^{p / 2}}\right) \tag{2}
\end{equation*}
$$

The (2) relationship can be used to check:

- (Case 1) $\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{E}_{\mathrm{i}, \mathrm{j}}$ differences (differences between values from Table 2- $\mathrm{O}_{\mathrm{i}, \mathrm{j}}$ and Table 4- $\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}$ )
- (Case 2) $\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}$ differences for $\mathrm{S}^{2}=\left(\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}\right)^{2}$ (differences between values from Table $2-\mathrm{O}_{\mathrm{i}, \mathrm{j}}$ and Table $3-\mathrm{E}_{\mathrm{i}, \mathrm{j}}$ )
- (Case 3) $\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}$ differences for $\mathrm{CV}^{2}=\left(\mathrm{O}_{\mathrm{i}, \mathrm{j}}-\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}\right)^{2} /\left(\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}\right)^{2}=$ min. (differences between values from Table $2-\mathrm{O}_{\mathrm{i}, \mathrm{j}}$ and Table $4-\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}$ )
- (Case 4) $O_{i, j}-a_{i} b_{j}$ differences for $X^{2}=\left(O_{i, j}-a_{i} b_{j}\right)^{2} / a_{i} b_{j}=m i n$. (differences between values from Table 2 $\mathrm{O}_{\mathrm{i}, \mathrm{j}}$ and Table $4-\mathrm{a}_{\mathrm{i}} \mathrm{b}_{\mathrm{j}}$ )

The following table presents the above-mentioned differences:

| No. | $\begin{gathered} \hline \text { Case } 1 \\ \mathbf{E}_{\mathrm{ij}} \end{gathered}$ | Case 2 $S^{2}=\min .$ | Case 3 $\mathrm{CV}^{2}=\min .$ | Case 4 $X^{2}=\min$ | No. | $\begin{gathered} \hline \text { Case } 1 \\ \mathbf{E}_{\mathrm{ij}} \\ \hline \end{gathered}$ | Case 2 $S^{2}=\min .$ | Case 3 $\mathbf{C V}^{2}=\mathbf{m i n}$. | Case 4 $X^{2}=\min$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -2.31 | -1.77 | -2.27 | -2.34 | 37 | 1.96 | 2.36 | 1.77 | 1.83 |
| 2 | 1.7 | 1.58 | 1.92 | 1.81 | 38 | 0.36 | 0.25 | 0.32 | 0.34 |
| 3 | 0.62 | 0.66 | 0.26 | 0.45 | 39 | 0.92 | 0.94 | 0.46 | 0.70 |
| 4 | -2.51 | -1.85 | -2.61 | -2.6 | 40 | 3.05 | 3.54 | 2.80 | 2.89 |
| 5 | 1.19 | 1.05 | 1.42 | 1.31 | 41 | -0.75 | -0.86 | -0.74 | -0.73 |
| 6 | -0.53 | -1.14 | -0.81 | -0.64 | 42 | -0.45 | -0.93 | -0.84 | -0.62 |
| 7 | 1.44 | 1.36 | 1.17 | 1.32 | 43 | -3.2 | -3.26 | -3.57 | -3.37 |
| 8 | 1.21 | 1.27 | 1.21 | 1.19 | 44 | -2.96 | -2.93 | -3.13 | -3.07 |
| 9 | 0.94 | 0.37 | 0.64 | 0.81 | 45 | -1.43 | -1.87 | -1.80 | -1.59 |
| 10 | -0.58 | -0.78 | -0.53 | -0.54 | 46 | 0.85 | 0.70 | 0.77 | 0.82 |
| 11 | 0.23 | 0.26 | 0.01 | 0.13 | 47 | 2.16 | 2.18 | 1.88 | 2.03 |
| 12 | -1.40 | -1.61 | -1.56 | -1.47 | 48 | -0.49 | -0.65 | -0.7 | -0.58 |
| 13 | -1.21 | -0.66 | -1.38 | -1.35 | 49 | -2.74 | -2.08 | -2.97 | -2.9 |
| 14 | 1.08 | 0.98 | 1.10 | 1.09 | 50 | -3.23 | -3.09 | -3.31 | -3.28 |
| 15 | 2.05 | 2.11 | 1.52 | 1.79 | 51 | 3.36 | 3.59 | 2.86 | 3.11 |
| 16 | -3.18 | -2.52 | -3.45 | -3.36 | 52 | 0.79 | 1.49 | 0.49 | 0.60 |
| 17 | -0.80 | -0.92 | -0.74 | -0.76 | 53 | 0.80 | 0.89 | 0.77 | 0.79 |
| 18 | 3.38 | 2.80 | 2.94 | 3.18 | 54 | -2.01 | -2.28 | -2.43 | -2.20 |
| 19 | -3.75 | -3.82 | -4.19 | -3.96 | 55 | 3.56 | 3.68 | 3.14 | 3.35 |
| 20 | 0.51 | 0.58 | 0.35 | 0.40 | 56 | -2.21 | -1.99 | -2.42 | -2.34 |
| 21 | 3.19 | 2.64 | 2.76 | 3.00 | 57 | -0.35 | -0.63 | -0.76 | -0.54 |
| 22 | 0.54 | 0.36 | 0.47 | 0.52 | 58 | 0.24 | 0.23 | 0.14 | 0.20 |
| 23 | -2.37 | -2.33 | -2.69 | -2.52 | 59 | 2.26 | 2.41 | 1.96 | 2.12 |
| 24 | 0.56 | 0.37 | 0.32 | 0.45 | 60 | -0.47 | -0.53 | -0.70 | -0.58 |
| 25 | 0.94 | 1.59 | 0.66 | 0.76 | 61 | 3.36 | 3.21 | 2.48 | 2.93 |
| 26 | -0.55 | -0.52 | -0.64 | -0.60 | 62 | 0.65 | 0.36 | -0.14 | 0.27 |
| 27 | -6.80 | -6.63 | -7.39 | -7.08 | 63 | -0.15 | -0.36 | -0.97 | -0.53 |
| 28 | -0.84 | -0.11 | -1.19 | -1.05 | 64 | 2.69 | 2.62 | 1.94 | 2.33 |
| 29 | 0.00 | -0.01 | -0.04 | -0.01 | 65 | -0.43 | -0.68 | -1.07 | -0.73 |
| 30 | 2.05 | 1.61 | 1.54 | 1.83 | 66 | -2.45 | -2.80 | -3.21 | -2.80 |
| 31 | 2.39 | 2.43 | 1.90 | 2.15 | 67 | -0.44 | -0.66 | -1.18 | -0.79 |
| 32 | 1.45 | 1.61 | 1.20 | 1.31 | 68 | 2.00 | 1.81 | 1.33 | 1.67 |
| 33 | -0.07 | -0.50 | -0.56 | -0.29 | 69 | -2.26 | -2.57 | -2.90 | -2.56 |
| 34 | 0.15 | 0.05 | 0.02 | 0.10 | 70 | -1.20 | -1.40 | -1.68 | -1.43 |
| 35 | -1.46 | -1.36 | -1.82 | -1.63 | 71 | -0.82 | -0.94 | -1.31 | -1.05 |
| 36 | 2.74 | 2.61 | 2.47 | 2.62 | 72 | -0.94 | -1.1 | -1.34 | -1.13 |

In order to obtain the maximum likelihood estimations of the parameters for the distribution given in equation (2) the following system of equations must be solved:

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial \sigma} M L E_{-} P D F_{G L 0}(\sigma, p)=0  \tag{3}\\
\frac{\partial}{\partial p} M L E_{-} P D F_{G L 0}(\sigma, p)=0
\end{array}\right.
$$

where:

$$
\begin{equation*}
\operatorname{MLE}_{-} \operatorname{PDF}_{G L 0}(\sigma, p)=\sum_{\mathrm{i}=1}^{72} \frac{\mathrm{p}}{2 \sigma} \frac{\Gamma^{1 / 2}(3 / \mathrm{p})}{\Gamma^{3 / 2}(1 / \mathrm{p})} \exp \left(-\frac{\left|\frac{\mathrm{z}_{\mathrm{i}}}{\sigma}\right|^{\mathrm{p}}}{\left(\frac{\Gamma(1 / \mathrm{p})}{\Gamma(3 / \mathrm{p})}\right)^{\mathrm{p} / 2}}\right) \tag{4}
\end{equation*}
$$

and $\mathrm{z}_{\mathrm{i}}$ are the values listed in the columns of the table above.
MathCad was used to solve this system, and EasyFit to obtain the statistics of the agreement.
The following table contains the solutions for Eq.(3) together with the Kolmogorov-Smirnov (K-S), Anderson-Darling (A-D), and Chi-Square (C-S) probabilities from which Fisher's Chi-Square ${ }^{2}$ statistic $\left(\mathrm{F}-\mathrm{C}-\mathrm{S}=-\ln \left(\mathrm{p}_{\mathrm{K}-\mathrm{S}}\right)-\ln \left(\mathrm{p}_{\mathrm{A}-\mathrm{D}}\right)-\ln \left(\mathrm{p}_{\mathrm{C}-\mathrm{S}}\right)\right)$ giving global agreement between observational error and Gauss-Laplace model and their associated probability (from $\chi^{2}$ distribution with 3 degrees of freedom) were calculated:

| Error | Distribution | $\mathbf{p}_{\text {K-S }}$ | $\mathbf{p}_{\text {A-D }}$ | $\mathbf{p}_{\text {C-S }}$ | F-C-S | $\mathbf{p}_{\text {F-C-S }}$ | Skewness, Kurtosis |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{E}_{\mathrm{ij}}$ | $\mathrm{PDF}_{\text {GL0 }}(2.005,1.859)$ | 0.972 | 0.760 | 0.348 | 1.358 | 0.715 | $\mathrm{Sk}=0.0 ; \mathrm{eKu}=0.156$ |
| $\mathrm{~S}^{2}$ | $\mathrm{PDF}_{\text {GL0 }}(1.980,1.983)$ | 0.955 | 0.831 | 0.682 | 0.614 | $\mathbf{0 . 8 9 3}$ | $\mathrm{Sk}=0.0 ; \mathrm{eKu}=0.172$ |
| $\mathrm{CV}^{2}$ | $\mathrm{PDF}_{\mathrm{GL} 0}(2.027,1.796)$ | 0.510 | 0.418 | 0.285 | 2.801 | 0.423 | $\mathrm{Sk}=0.0 ; \mathrm{eKu}=0.238$ |
| $\mathrm{X}^{2}$ | $\mathrm{PDF}_{\mathrm{GLO}}(2.009,1.834)$ | 0.709 | 0.687 | 0.076 | 3.296 | 0.348 | $\mathrm{Sk}=0.0 ; \mathrm{eKu}=0.188$ |

K-S = Kolmogorov-Smirnov statistic, A-D = Anderson-Darling statistic,
C-S = Chi-Square statistic; F-C-S = Fisher's Chi-Square statistics

The above-presented results clearly indicate that the best agreement between observational errors and the Gauss-Laplace distribution are obtained when $S^{2}=\left(O_{i, j}-a_{i} b_{j}\right)^{2}=\min$ is used to obtain the $a_{i}$ and $b_{j}$ values. Moreover, the errors in Fisher's experiment are more likely absolute errors (which are subject to minimization in order to obtain the best agreement between the estimate from the treatment and variety factors and the observed production).

Thus, this supplementary study on Fisher's reported results on treatment and variety factors influencing production clearly indicates that combining the proposed pool of objective functions $\left(\mathrm{E}_{\mathrm{i}, \mathrm{j}}, \mathrm{S}^{2}=\mathrm{min}\right.$., $\mathrm{CV}^{2}=\mathrm{min}$., $\mathrm{X}^{2}=\mathrm{min}$.) with the modified form of the Gauss-Laplace distribution according to the assumption that there is no systematic error $(\mu=0)$ and according to the Chi-Square measure of global agreement developed by Fischer is able to provide an excellent estimate for a certain type of experimental error.

[^1]
[^0]:    $\mathrm{S}=$ coordinate of experimental error in hypothesis of $\mathrm{S}^{2}=$ min $\mathrm{V}=$ coordinate of experimental error in hypothesis of $\mathrm{CV}^{2}=\mathrm{min}$; $\mathrm{X}_{\mathrm{S}}=$ coordinate of absolute square error $\left(\mathrm{S}^{2}\right)$ in hypothesis of $\mathrm{X}^{2}=\mathrm{min}$; $\mathrm{X}_{\mathrm{V}}=$ coordinate of relative square error $\left(\mathrm{CV}^{2}\right)$ in hypothesis of $\mathrm{X}^{2}=\mathrm{min}$ $\mathrm{X}_{\mathrm{X}}=$ coordinate of $\mathrm{X}^{2}$ statistics in hypothesis of $\mathrm{X}^{2}=\mathrm{min}$; $\mathrm{E}_{\mathrm{S}}=$ coordinate of experimental absolute square error ( $\mathrm{S}^{2}$ ) in hypothesis of contingency, $\mathrm{E}_{\mathrm{V}}=$ coordinate of experimental relative square error $\left(\mathrm{CV}^{2}\right)$ in hypothesis of contingency; $\mathrm{E}_{\mathrm{X}}=$ coordinate of Pearson-Fisher ( $\mathrm{X}^{2}$ ) statistics in hypothesis of contingency;
    $\mathrm{S}=$ triangle of absolute square errors $\left(\mathrm{S}^{2}\right) ; \mathrm{V}=$ triangle of relative square errors $\left(\mathrm{CV}^{2}\right) ; \mathrm{X}=$ triangle of $\mathrm{X}^{2}$ statistics; $\mathrm{E}=$ triangle of contingeney; $\mathrm{X}=$ triangle of $\mathrm{X}^{2}$ statistics variation;

[^1]:    ${ }^{1}$ Jäntschi, L.; Bolboacă, S.D. Observation vs. Observable: Maximum Likelihood Estimations according to the Assumption of Generalized Gauss and Laplace Distributions. Leonardo El. J. Pract. Technol. 2009, 8, 81-104.
    ${ }^{2}$ Fisher, R.A. Combining independent tests of significance. Am. Stat. 1948, 2, 30.

